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Abstract— In a video, there are so many frames that are not 

important to see or check contents. These unimportant frames 
make us waste the time. We can solve this problem by detecting 
important objects in a video and making video time shorter 
automatically. Detecting objects is performed well in computer 
vision. However, this good performance is for not only important 
objects but also unimportant objects in the video. Detecting only 
important objects is a challenging problem in computer vision. If 
we can detect only important objects in a video, there will be many 
applications we can apply in various fields. For example, in 
underwater circumstances, we can check what is happening by 
recording a video. However, it is difficult to sort out which parts 
are important and unimportant in a video. Moreover, it is waste of 
time to check every frame in a long video to sort the important 
parts. To detect important parts in a frame, the autoencoder is 
used for this project. Using this model, we can extract the 
important parts in a frame and make a video time shorter which 
includes only import events in a video. We can apply this project 
in various fields. With an unsupervised approach, we have the 
advantage that there is no requirement for human annotations to 
learn the important event in a video. With this method, the 
evaluation shows that the process for video summarization has two 
summarized videos that are an important event and an 
unimportant event. 
 

Index Terms—Video summarization, Saliency object detection, 
Unsupervised learning, K-means clustering. 

I. INTRODUCTION 
Ideo has become one of the most important forms of 

visual data. Due to the huge amount of video data and long 
play video time in each video, it is unrealistic for humans to 
watch these videos and identify useful information. However, 
the video summarization that I propose allows for generating a 
concise synopsis that conveys the important parts of the full-
length video; based on this, viewers can have a quick overview 
of the whole story without having to watch the entire content. 
As you can see in Fig. 1, video summarization is the process of 
compacting a video having only important contents in the 
video. To do a video summarization, several approaches are 
suggested. In one of the video summarizations works, 
Barbieriet al. (2003) [1] sort out the coherent bibliography 
according to several ways of the summarization process, 
targeted scenario, the type of visual content, and the 
characteristics of the summarization approach. [2] 

 
This work as presented as the project for EEL 6825 – Pattern Recognition and 
Intelligent Systems course 

 
Fig. 1. The process of video summarization F: Frame, n: 
number of frames in a video, S: Summarized frame, m: number 
of frames in a summarized video, m is smaller than n. 
 
In another early work, Li et al. (2006) [3] analyze the existing 
summarization approaches into utility-based methods that 
apply attention models to distinguish the salient objects and 
scenes and structure-based methods that build on the video 
shots and scenes. [2] Jiang et al. (2009) [4] suggest a few 
characteristic video summarization approaches, that involve the 
extraction of low-level visual features for calculating frame 
similarity or operating clustering-based key-frame selection. 
The motion descriptors are used to detect the main events of the 
video. The eigen-feature is used to identify the video structure. 
[2] After the introduction of deep learning algorithms, a 
comparison of the summarization performance shows that most 
deep-learning-based methods outperform the above methods 
[1][3][4] and stand for the state of the art in video 
summarization. I also apply deep learning-based methods for 
the project. For this project, in Fig. 2, there are four steps to 
generate a summarized video. The first step is to extract frames 
in a video. The second step is generating pseudo labels for the 
frames. For this step, I investigate Information-Theoretic 
Learning-Autoencoder (ITL-AE) [5] for better clustering to 
generate pseudo labels. The third step is to classify actual 
frames by comparing with reconstruction scores and pseudo 

Unsupervised video summarization using ITL-
Autoencoder 

Gijung Lee 
University of Florida 

V 



 
 

2 

labels. The fourth step is generating a summarized video. 
 

 
Fig. 2. Steps for the project. 
 
The difficulty of video summarization is deciding and 
classifying important contents in the video. The frame that has 
important content is classified by a clustering method using the 
latent space in Autoencoder.  

II. RELATED WORKS 

A. Anomaly detection 
Anomaly detection is one of the most challenging in 

computer vision. Recently, [6, 7] use deep learning-based 
autoencoders to learn the model of common behavior and apply 
reconstruction loss to detect anomalies. This project reaches to 
know common behaviors and anomalous behaviors for anomaly 
detection which can be used to sort out important and 
unimportant frames.  

 

B. Autoencoder 
An autoencoder is a type of deep neural network that is to 

learn lower-dimensional latent space and reconstructs input 
data. The encoder and decoder are concurrently trained. The 
encoder transforms the input data into latent space while the 
decoder reconstructs the input data from latent space. The loss 
function errors between the input data of the encoder and the 
output data of the decoder by comparing how well 
reconstructed the output data: ℒ	 = |𝑥 − 𝑥|' . The latent space is 
a denoised form of input data that helps classification. [5]  

 

C. Information-Theoretic Learning (ITL) regularization 
Using only reconstruction loss in a simple autoencoder can 

make biasing the network to learn only mapping data points to 
specific points on the latent space: i.e., the spatial structure of 
the latent space is meaningless. There are two problems with 
the bias. First, it will learn a discontinuous latent space when 
we sample an adjacent point to an encoded data point and pass 
it through the decoder (a meaningless representation). Second, 
it has the disadvantage of clustering because the distance 
between points does not mean similarity.  

 

 
Fig. 3. Diagram for ITL autoencoder. L is the reconstruction 
cost function and R is the regularization that uses information-
theoretic measures. [5] 
  

To solve those issues, we apply the Information Theoretic 
Learning (ITL) regularization that calculates the Cauchy-
Schwarz divergence (CSD) of the latent space with respect to a 
prior distribution. The reconstruction loss function has this 
divergence with some multiplier 𝜆. 

 
ℒ	 = |𝑥 − 𝑥|' 	+ 	𝜆	𝐶𝑆𝐷(𝑞(𝑧|𝑥)	||	𝑝(𝑧))  

 
Where 𝑞(𝑧|𝑥) is represented the encoder and 𝑝(𝑧) is 
represented an applied prior distribution on the latent space. 
 

a. A parzen window for probability density estimation 
To estimate the probability density function we use parzen 

window method. The estimation is made by centering a 
Gaussian Kernel 𝐾!(𝑥 − 𝑥") with size 𝜎 at each data point 
𝑥" and summing the Gaussian Kernels to estimate the 
probability density function. The kernel size 𝜎 is the 
hyperparameter that we optimize for. 
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b. Renyi’s 2nd  order entropy and cross-entropy estimation 
Renyi’s entropy of a probability distribution 𝑝(𝑥) is an 

important method in Information Theoretic Learning. The 
second-order entropy is given by  
 

𝐻&(𝑋) = 	− log ∫ 𝑝&(𝑥)𝑑𝑥 
 

and calculated using the parzen window to be 
 
	𝐻'&(𝑋) = − log %

#!
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The cross-entropy between two distributions is calculated as  
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Fig. 4.  Unsupervised Video Summarization Framework. 1. Training ITL-AE to get latent space. 2. Generating pseudo labels by 
clustering data points in latent space by K-means clustering. 3. Classification of the important frame and unimportant frame by 
using pseudo label and reconstruction loss.
 

Where 𝑉&(𝑋) is the information potential and 𝑉&(𝑋, 𝑌)	is 
the cross-information potential. In terms of the 
information potentials, the Cauchy Schwartz divergence 
is given by  

	

𝐶𝑆𝐷(𝑝)||	𝑝*) 		= log
𝑉(𝑋)𝑉(𝑌)
𝑉&(𝑋, 𝑌) 	

	
 We impose the model to minimize the information potential 
that makes samples from 𝑝(𝑥) to spread out and to maximize 
the cross-information potential that makes samples from 𝑝(𝑥) 
to move toward samples from 𝑝(𝑦). [5] 
 

A. K-means clustering 
The K-means clustering is an unsupervised clustering 

method. K-means clustering aims to cluster data points into 
separated subgroups by making each data point belonging to 
one of these subgroups. It aims to make data points in a cluster 
as similar as possible while maintaining clusters as distinct as 
possible. K-means clustering allocates the cluster’s center so 
that the sum of the squared distances between the data points in 
the cluster is as little as possible. We use K-means clustering on 
the latent space to sort out frames (important and unimportant) 
into different clusters. Then we use these clustered labels as 
pseudo labels for classification.  

III. EXPERIMENTS 

A. Dataset 
For this project, I used the Brackish dataset [8]. The brackish 

dataset contains 89 videos are provided with annotations in the 
AAU Bounding Box, YOLO Darknet, and MS COCO formats. 
Fish are annotated in six coarse categories. Categories: Big fish, 
Small fish, Crab, Shrimp, Jellyfish, Starfish.  
 

 
Fig. 5. Brackish data. Left: Big fish Right: Small fish 
 
I used only fish class for this project. Individual video is used 
in the same category for video summarization. Frames that are 
extracted in a video are used for the video summarization 
process. 
 

B. Frames 
We extract frames in a video since not all videos have the 

same length and FPS, we define a parameter to adjust how many 
frames we want to extract and save per second. If a video of 
duration of 30 seconds, saves 10 frames per second = 300 
frames are saved in total. For this project, we set the 15 frames 
per second which are the original video’s FPS.  

 

C. Latent space 
In this part, I tried to generate pseudo labels by using the ITL-

AE architecture described in the previous section. First, I 
trained autoencoders with 2-dimensional latent space. I used a 
Gaussian mixture distribution for the prior. 

 

 
Fig. 6. Latent space. Left: without training Right: with training 
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As you see in the left image in Fig. 6., the input frames are 
spread out in the latent space while the right image shows that 
the input frames are clustered in the latent space. Using the ITL-
AE gives latent space that makes frames be sorted out. With this 
method, we can generate pseudo labels that can be important 
frames and unimportant frames. Frames that have similar 
information are placed in one area in the latent space after 
training by ITL-AE.  
 

D. Clustering 
We use the K-means clustering method to generate pseudo 

labels by clustering data in the latent space. In this case, label 
“0” means an important frame that includes fish, and label “1” 
means an unimportant frame that mostly includes background.  
 

 
Fig. 7. Proper pseudo labels with images. 
 
When I trained ITL-AE with epochs 200, as you can see in Fig. 
7., I could get proper pseudo labels.  
 

 
Fig. 8. Improper pseudo labels with images. 
 
However, as you can see in Fig. 8., some frames have the wrong 
label. To solve this problem, we approach anomaly detection by 
reconstruction loss.  
 

E. Reconstruction Loss 
This time we apply reconstruction loss to find anomaly 

behaviors in frames.  
 

 
Fig. 9. Images after train model with epochs 10. Top: original 

frames. Bottom: generated frames by model. 
 
As you can see in Fig. 9., the model with a few epochs of 
training generates frames that have common behaviors in a 
frame. The frames that have only background are calculated to 
get less reconstruction loss values while the frames that have 
fish are calculated to get greater loss values.  
 

 
Fig. 10. Histogram of reconstruction score. 
 
As you can see in Fig. 10., frames that are over 0.02 in 
reconstruction score are abnormal. We can decide that a frame 
that has a reconstruction loss value of more than 0.02 is an 
important frame that has fish in this case. Specifically, we can 
set the threshold by 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 	𝑀 + 𝑆 − 0.01. (𝑀: mean of 
reconstruction scores, 𝑆: standard deviation of reconstruction 
scores)  
 

F. Classification 
Finally, we can get only important frames that have a fish in 

a frame by applying both methods pseudo labels and 
reconstruction loss. The frames that are unproperly labeled are 
solved combine the reconstruction loss. The frames mislabeled 
as “0” are checked with the threshold of the reconstruction score. 
Only the frames that are over the threshold are classified as 
label “0”.   

IV. RESULTS 
After I performed every step of the video summarization 
frameworks, I could get proper results. I used the Brackish 
dataset and accuracy score (It represents the ratio of the sum 
of true positives and true negatives out of all the predictions). I 
visualized the results by a confusion matrix. 
  

Methods Accuracy 
PL 65.33% 

PL + RL 87.44% 
Table 1. Results of video summarization. PL: Pseudo labels, 
RL: Reconstruction loss 
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Fig. 11. Summarized Frames. 
 
As you can see the table 1, we can get 87.44% accuracy with 
both pseudo labels and reconstruction loss methods. In table 1, 
we can get only 65.33% with only pseudo labels. We can 
check the reconstruction loss helps to improve the 
performance by solving the pseudo labels method’s problem.  
 

 
Fig. 12. Confusion matrix using the pseudo labels method. 

 
Fig. 13. Confusion matrix using the pseudo labels and 
reconstruction loss methods. 
 

 
 

I. CONCLUSION 
The video summarization task is a challenge if we do it 

manually. It wastes our time a lot. With my proposed method, 
we can get proper a video that has shorter playtime without 
human efforts. We can easily summarize the video that includes 
only important frames. With this framework, there are many 
applications that we can apply in various fields. We could check 
only one (pseudo labels) method cannot affect video 
summarization. We can harmony with other methods (i.e., 
reconstruction loss) to get a better result. We get 87.44% 
accuracy. We have future work to get a summarized video that 
fully has important frames. 
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